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Student Collaborators


PROINDL 
AI technologies to strengthen Indigenous languages in 

Brazil
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Multidisciplinary Team

• 2 research scientists, 1 software 

engineer and 1 doctoral intern 
from IBM Research, Brazil


• 3 professors from the USP Dept. 
of Linguistics (Indigenous 
languages)


• 1 prof. from USP IT Dept. 
(robotics)


• 1 post-doc (USP Anthropology)

• 1 technical support staff

• 6 undergrad scholarship interns
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research-activities-in-the-c4ai/#PROINDL_eng
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community work
focus areas
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prototypes


writing 
assistant

bidirectional translation  
of Indigenous languages

WhatsApp app Android app

Development of writing assistants for 
text production and social media use 
based on Indigenous Language 
Models.

Developing translators from 
Brazilian Indigenous languages to 
Portuguese by fine-tuning ML 
translators.

Desenvolvimento de aplicativos 
WhatsApp e Android para 
fornecer melhor suporte e acesso a 
recursos às comunidades.

PROINDL: AI technologies to strengthen Indigenous languages in Brazil
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The majority of the 200 Indigenous languages in Brazil  
are likely to disappear in the next 100 years

Brazil 2010 census:

 
270 languages

800K speakers, half in Ind. lands 

>10K speakers: 5 languages

1K< speakers < 10K: 35 languages
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The Bibles dataset:  
translations of the New Testament  
in 39 Brazilian Indigenous languages
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Mathew 1:6. “and Jesse the father of David the king. And David was the father of Solomon by the wife of 
Uriah.”
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Using The Bible in Indigenous contexts:  
Issues and Concerns

• The Bible is a religious text and sacred to many 
people in the world, including Indigenous people, 
and therefore should be treated with great respect 
and care.

• The Bible is also connected to negative aspects of 
past and present colonial history of Indigenous 
peoples,  in particular to the effort to convert them 
to Western religions, in particular to Christianism.


• The translations have established orthographies of 
domination into many Indigenous language. There 
also many issues about the quality of the 
translations and common problems of 
“Europefication” of languages  [Franchetto, 2008].
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[Bruna Franchetto. 2008. The war of the alphabets: indigenous 
peoples between the oral and the written. Mana, 14(SE):31–59.]

“the Bible was a tool for the colonization process 
[...working] hand-in-hand in the exploitation, 
subjugation, and continued oppression of the 
Indigenous Peoples of the U.S.”

[Chris Mato Nunpa. 2020. The great evil: Christianity, the bible, and the Native 
American genocide.]


“at the beginning of the colonization process two 
tools of genocide were forced upon Native people: 
the bottle and the bible.” 

[Stormy Ogden. 2005. The prison-industrial complex in Indigenous California. In 
Global lockdown: Race, gender, and the prison-industrial complex.]
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Ethical issues with 
Indigenous data  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IJCAI 2023
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Can culturally toxic data 
increase the performance of 
translation models made for 
extremely low-resource 
languages?  
- Given that this type of data can raise ethical concerns depending 
on the context in which it is applied, its use can be beneficial?
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Datasets

Dictionary dataset:

• 1,022 short stories aligned sentences in 

Guarani Mbya (gun) and English (eng);


• 245 sentences from pedagogical material;


• 2,230 sentences from Dooley’s Lexical 
Guarani Mbya dictionary.


- The last two sources were aligned with Portuguese 
(por), so we used Watson to translate from por to eng.


- After a data cleaning, unicodes normalization, the 
Dictionary dataset was splitted into 3,155 and 300 gun-
eng aligned sentences for training and test.
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Bibles dataset:

• 39 translations of the Bible’s New 

Testament, totaling 188,033 BILs-eng 
aligned sentences.


Divided into 3 training datasets:


- Bilingual (only Guarani Mbya): 6,340 
training pairs;

- Tupi Guarani Family (10 BILs): 43,869 
training pairs;

- All BILs available (39 BILs): 162,225 
training pairs.

For testing, the Matthew chapter from Guarani 
Mbya New Testament (970 aligned sentences).
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Models

zeroshot: WMT19 model;


mbya: WMT19 model finetuned with bilingual data; 

TGf: WMT19 model finetuned with Tupi Guarani family 
data;


all: WMT19 model finetuned with all BILs available data;

dict: WMT19 model finetuned with dictionary dataset;

 mbya->dict: mbya model finetuned with dictionary 
dataset;

TGf->dict: TGf model finetuned with dictionary dataset;

all->dict: all model finetuned with dictionary dataset;

mbya+dict: WMT19 model finetuned with a merge of 
bilingual data and dictionary dataset.
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no Bible data
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Qualitative analysis
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examples of contaminated (in red) and non-contaminated outputs of the models mbya, dict, and mbya+dict
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All contamined verses we could find.... 
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14 of 300 (4.7%) presented some level of contamination (including 2 direct "Jesus" citations)
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Final discussion

The study 
demonstrates that 
using culturally toxic 
data can 
significantly 
improve the 
performance of 
LLM-based 
translators for ULR 
languages

- 30% improvement

The use of culturally 
toxic data can lead 
to potentially 
problematic outputs

- 4.7% 

contamination


Careful 
consideration and 
communication 
with the 
communities 
involved

We suggest its use 
only in controlled 
situations to 
mitigate negative 
effects, 
emphasizing the 
importance of 
community 
involvement and 
decision-making in 
the use of such 
tools.

The results highlight 
the need for more 
diverse training data, 
- future efforts to 
involve academic 
works, community-
created data, and 
synthetic data 
generation in 
collaboration with 
linguists and language 
experts to enhance the 
translation quality 
while respecting 
cultural sensitivities.
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Thank You !
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pcavalin@br.ibm.com 
csantosp@br.ibm.com

Contributions
• Understanding that the Bible is toxic in Indigenous contexts.


• Quantification of the impact of the use of culturally toxic Bible data 
in the creation of Transformer-based Indigenous language models.



