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Introduction

Armenian is a language from Indo-European family and
is from independent branch of that language family.

e Unique writing system

e 2 main dialects Eastern and Western Armeniaon
o More than 10 sub-dialects (Yerevan, Lebanon, USA, Artsakh)
o Eastern Armenian is the official language in the Republic of

Armenia (Russia, Georgiaq, lran)
o Western Armenian developed in Ottoman Empire, became a
diasporic dialect after the Armeniaon Genocide

e Nearly 7/ million people speaks Armenian
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Objectives
1.

Collect oral speech corpora for Eastern and Western
Armenian

Develop ASR system for Eastern and Western
Armenian

Research the abilities of joint ASR model that works
both for Western and Eastern Armenian



Dialect Differences

e Pronunciation e Vocabulary
o Q(g)-L2 (k- YK o Turkish words (WA)
o F(b)-M(p)-(ph o Russian words (EA)
o d(dz)-0Ofts)-8(ts") e Accent
o T (d)-S(t) - (th)

Eastern | Western

Turkey Lebanon USA
<p> <pwl> | ban p"an pan p'an | ‘thing’
<w> <wwh> | pah bah bah pah | ‘period’
<th> <thwy> | phajl pajl pajl ptajl | ‘shine’




Armenian Datasets

1.

2.

Common Voice

a. Read speech data collected by volunteers

Google Fleurs

a. Read speech where each sentence was
pronounced by 3 native speakers

EANC-based corpus New!

ReRooted New!




Eastern Armenian National Corpus

e Contains 110 mln Eastern Armeniaon words
e Oral subcorpora contains 350 hrs

a. Spontaneous Dialogs

b. Task-oriented Narratives

c. TV-shows

d. Movies
e [he alignment was done semi-automated with

forced-alignment tool



ReRooted

e Western Armenian oral corpus of Syrian Armenian
refugees

e Corpus contains 75 hrs of data

e Time-aligned caption

e The alignment errors were corrected manually with
Praat TextGrid



Utilized Armenian Data

Code Source Dialect  Speech type | Train Dev Test
CcV Common Voice Eastern Read 55hr. 4hr. 4,5 hr.
GF Google Fleurs Eastern Read 10,5hr. 1,2hr. 3hr.
EA EANC Eastern Naturalistic 5,8 hr. 0,5hr. 0,5hr.
WA ReRooted Western Naturalistic 5,8 hr. 0,5hr. 0,5hr.




Armenian Datasets at Present

Code Source Dialect = Speech type | Train Dev Test

CV Common Voice Eastern Read 8,9 hr. (+3,4) 6,3 hr. (+2,3) 6,7 hr. (+2,2)
GF Google Fleurs  Eastern Read 10,5 hr. 1.2 hr. 3 hr.

EA EANC Eastern Naturalistic 20,1 hr. (+14,3) 0,5 hr. 0,5 hr.

WA ReRooted Western Naturalistic 10 hr. (+4,2) 0,5 hr. 0,5 hr.
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Existing Armenian ASR Tools

ArmSpeech

lcan?24

Arampacha

Whisper (Out-of-the-box)
Seamless M4T (Out-of-the-box)

ab N -

Non of these tools support different Armenian dialects
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https://pypi.org/project/armspeech/
https://hayq.ican24.net/asr/index.php
https://huggingface.co/arampacha/%20whisper-large-hy-2

Tested Models

Whisper-large-vi
Whisper-large-v2
Whisper-large-v3
SeamlessM4T-v1
SeamlessM4T-v2

a b oo -
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Experiments

Type of data

e Eastern only vs. Western only vs. Bi-dialectal
e Naturalistic speech vs. Read speech vs. Both

Type of training

e Mimic that we have open source data pre-trained
model
e Tuning from the checkpoint of base model
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Experiments Scheme

O 0 gOo- Uk~ N o

Out-of-the-Box —» CV + GF
Out-of-the-Box - CV + GF — EA
Out-of-the-Box —» CV + GF - WA
QOut-of-the-Box —- CV + GF — EA + WA
Out-of-the-Box — EA

Qut-of-the-Box — WA

Out-of-the-Box —» EA+WA
Out-of-the-Box —- CV + GF + EA + WA

Out-of-the-Box
— denotes Fine-Tuning
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Overall Results Analysis

1.

Incorporating a specific dataset within the training
set leads to an improvement in metrics for the

corresponding test sets
More data the better model no matter the type of

data
Open-source data trained models perform poorly on

other domains
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Laonguage-transferability Results Analysis
1.

2.

Language-transferability is poor (WA-trained models
performed poorly on EA data and vice versaq)

The results were improved compared to
Out-of-the-box => There is some knowledge
transferability across dialects

EA and WA datasets utilized together achieve higher
results

To achieve high result the specific dialect data is
needed
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Best Results

Model Training Scenario
Best WA model Whisper-large-v2 | CV + GF + EA + WA
Best OOB WA model Seamless v1 -
Best EA model Seamless v2 CV + GF ->EA
Best OOB EA model Seamless v1 -
Best CV model 7,6 1,8
Best GF model Seamless v2 CV + GF 7.4 2.4
Best OOB CV model T —— _ 10,5 | 3,2
Best OOB GF model 11,2 | 5,3
Best EA and WA Avg. model 32,2 | 19,1
Best all tests Avg. model Seamless v2 CV + GF ->EA+ WA 21,9 | 11,2
Best OOB EA and WA Avg. model Suammilsas VB ) 38,4 | 21,7
Best OOB all tests Avg. model 57,9 | 34,8




Best Results of Each Model (Avg.)

Model Training Scenario WER | CER
Whisper-large-vi | CV + GF + EA + WA | 27,1 11,1
Whisper-large-v2 | CV+ GF + EA+ WA | 25,2 | 10,5
Whisper-large-v3 | CV+ GF+ EA+ WA | 249 | 10,2
Seamless vi CV+GF->EA+WA | 294 | 141
Seamless v2 CV+GF->EA+WA | 21,9 | 11,2
ArmSpeech ArmSpeech 87,1 | 35,9
ican24 - 49,5 | 28,9
Arampacha CVvi1.0 38,2 | 16,3




Error Analysis

1. Seamless misspells EA as WA () (b)
2. Whisper hearing WA transcribes it to non-existing
word (c)
3. Whisper abbreviates some words (d)
4. Whisper omits words (e)
Model Audio (IPA) Correct transcription | Model’s incorrect Pronunciation of
transcription incorrect transcription

(a) Seamlessv2 | /amarva/ wdwnyw wdwinnLwy) /amarva/
(b) Seamless v2 | /t"alanvets®/ pwiwlytg pwwlnLtguwL /t"alanvets"av/
(c) Whisperv3 | /arer ejink®/ wntp thup wnwjhlp /arajink®/
(d) Whisper v3 /kilogramov/ yhingpwuny yany /kilogramov/
(e) Whisperv3 /tsPonts"ums megramisi  gugnudp Uutnpwdhuh | gugnudp wytith tsPantsPuma aveli o

p"uln aveli/

thniju wykih




Future Work

1. Increasing amount of aligned data
2. Explore whether less amount of naturalistic speech
data could achieve better results than more read

speech data
3. Add more dialects
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Thank youl
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